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Abstract: PM2.5 forecasting is crucial for public health, air quality management, and policy 
development. Traditional physics-based models are computationally demanding and slow to 
adapt to real-time conditions. Deep learning models show potential in efficiency but still 
suffer from accuracy loss over time due to error accumulation. To address these challenges, 
we propose a dual deep neural network (D-DNet) prediction and data assimilation system that 
efficiently integrates real-time observations, ensuring reliable operational forecasting. D-
DNet excels in global operational forecasting for PM2.5 and AOD550, maintaining 
consistent accuracy throughout the entire year of 2019. It demonstrates notably higher 
efficiency than the Copernicus Atmosphere Monitoring Service (CAMS) 4D-Var operational 
forecasting system while maintaining comparable accuracy. This efficiency benefits 
ensemble forecasting, uncertainty analysis, and large-scale tasks.  
  



Main Text: Accurately forecasting PM2.5 concentration (Particulate Matter with a diameter of 
2.5 micrometers or smaller) is of paramount importance, given its significant impact on air 
quality and public health (1, 2). In general, atmospheric forecasting is a challenging task due 
to the complex and chaotic nature of the atmosphere system (3–5). In the context of PM2.5 
forecasting, the complexity is compounded by the intricate interactions between various 
atmospheric processes, emissions, and depositions (6–8). Traditional forecasting methods, such 
as the atmospheric models in Copernicus Atmosphere Monitoring Service (CAMS), are based 
on the fundamental physical and chemical principles governing the emission, transformation, 
and transport of pollutants. The need to accurately represent numerous complex processes leads 
to significant computational demands (9, 10). Running these models in a timely manner, which 
is crucial for forecasting, requires access to high-performance computing resources (11, 12).  
To address these challenges, the scientific community has explored using advanced neural 
networks as complementary to physics-based models (13–15). Neural network-based models 
can provide efficient forecasting with low computational expense and facilitate ensemble 
forecasting and uncertainty analysis for large-scale forecasting. Previous studies have 
successfully employed neural networks for medium-range weather forecasting, achieving 
notable success in both efficiency and accuracy (14, 16, 17). However, PM2.5 forecasting has 
received less attention. Nonetheless, one persistent challenge faced by current neural network-
based atmospheric forecasting is the error accumulation arising from uncertainties (for example, 
initial conditions and emissions). This issue has been recognized in previous research but has 
yet to be comprehensively addressed (14). To bridge this gap and advance the field of PM2.5 
forecasting, we introduce a novel approach, Dual Deep Neural Networks (D-DNet), for 
operational PM2.5 forecasting, which periodically integrates real-time observations to avoid 
error accumulations and enhance operational forecasting accuracy. 
The Proposed D-DNet operational forecasting system consists of two distinct neural networks: 
PredNet for prediction and DANet for real-time updates during the data assimilation (DA) 
process. First, PredNet is developed to make initial forecasts based on historical input features. 
Leveraging the power of neural networks, the PredNet captures complex nonlinearities and 
patterns within the datasets. The well-trained PredNet provides computationally efficient 
forecasts that eliminate the need for resource-intensive physical simulations. Subsequently, 
DANet is trained to enhance the PredNet forecasts by assimilating the available observational 
data.  
Compared to traditional operational forecasting methods that employ physics-based models 
and variational or ensemble-based DA systems, neural network-based approaches offer 
significant advantages (16, 18, 19). Neural networks are inherently data-driven, allowing them 
to capture hidden patterns and relationships that physics-based models may overlook. Our 
proposed D-DNet enables efficient and effective large-scale operational spatiotemporal 
forecasting. Furthermore, the real-time integration of observations into forecasts via the DANet 
ensures improved initial conditions, resulting in an overall improvement in operational 
forecasting performance.   
To demonstrate the effectiveness of the proposed D-DNet operational forecasting system, we 
conducted a case study to forecast global PM2.5 concentrations and AOD550 (Aerosol Optical 
Depth at 550 nm) values. Our case study shows that the proposed D-DNet can achieve reliable 
operational forecasting of PM2.5 concentration and AOD550 values throughout the entire year 
of 2019. D-DNet also exhibited greater efficiency than the CAMS 4D-Var operational 
forecasting system. 



Operational forecasting with D-DNet 
In our fully deep neural network-based approach, we harness the strengths of neural networks 
for both the prediction and update stages of operational forecasting (Fig. 1). In the prediction 
phase, a neural network (PredNet) is trained using historical data to learn complex patterns and 
interconnections within physical processes. By utilizing multivariate input data, PredNet 
efficiently captures dependencies and interactions, resulting in a robust forecasting model. Its 
ability to uncover intricate patterns in large datasets enables PredNet to provide efficient and 
reliable forecasts for the target variable. 
 

 
 

Fig. 1. Workflow illustration of D-DNet. The D-DNet framework is designed for operational 
forecasting and employs neural networks: one for prediction (PredNet) and one for data 
assimilation (DANet). (A) Iterative forecasting step: in this phase, meteorological variables 
and historical AOD550 values are input into PredNet to produce PM2.5 and AOD550 forecasts. 
The forecasting is conducted iteratively, with the forecasted AOD550 values from each step 
serving as inputs for the subsequent step. (B) Data assimilation step: DANet integrates 
observations into the PredNet forecasts to generate a refined result, referred to as the analysis 
result. This refined result is then used as input for the subsequent PredNet forecasting step. For 
comparative purposes, D-DNet components are marked with black squares, while 
corresponding components in traditional schemes are marked with dash grey squares.  
 
In the DA step, neural networks play a crucial role in enhancing forecast accuracy through the 
timely integration of new observations. DANet is specially trained to identify discrepancies 
between PredNet forecasts and actual observations. This acquired knowledge from 
observations enables DANet to refine PredNet forecasts whenever new observations are 
available.  The outcome of this refinement process, referred to as ‘analysis results’, represents 
the optimal estimation of the current state of the studied dynamic system, effectively integrating 
PredNet forecasts with the latest observations.  

The D-DNet operational forecasting approach employs iterative forecasting and DA processes, 
where the analysis state variable from DA serves as the initial condition for subsequent 



forecasting cycles. This strategy mitigates model error accumulation, enhances the overall 
performance of operational forecasting, and ensures long-term stability (20). Traditional 
schemes, typically rely on physical models and utilize ensemble-based or variational DA 
techniques. These schemes often encounter challenges posed by nonlinearities, large-scale 
systems, and growing volumes of observations (21). In contrast, D-DNet demonstrates 
superiority in these areas and adapts more effectively to evolving dynamics. By leveraging the 
computational efficiency of neural networks, the D-DNet framework seamlessly integrates 
observations and generates real-time analysis results, thus overcoming persistent challenges 
faced by traditional forecasting methods.  
Results 
We conducted global PM2.5 and AOD550 forecasting using the proposed D-DNet. The 
detrimental effects of PM2.5 pollution on human health and the environment have prompted 
the need for accurate and timely forecasting of PM2.5 concentrations (1, 2). However, this 
forecasting encounters formidable challenges due to significant temporal and spatial variations, 
which are influenced by various factors, including weather conditions (i.e. winds, temperature, 
and precipitations), emission sources, and topographical features (6–8).  
Our innovative operational forecasting model, D-DNet, offers 0.75°×0.75° forecasting with a 
temporal resolution of 3 hours, the same as the EAC4 (ECMWF Atmospheric Composition 
Reanalysis) dataset (details can be found in the supplementary material section 1), which is the 
latest global reanalysis dataset of atmospheric composition (22). EAC4 serves as the “ground 
truth” for model training and forecasting evaluation in this study. The emission data sources 
used as inputs in PredNet are derived from the CAMS-GLOB-ANT dataset, which offers 
monthly global emissions for 36 compounds (23). These emission data are then temporally 
distributed to each hour based on the CAMS TEMPOral profiles (CAMS-TEMPO) dataset, 
providing detailed temporal profiles for global emissions in atmospheric chemistry modeling 
(24). In addition to PM2.5 concentrations, we also forecasted AOD550 values, which are 
positively correlated with PM2.5 and can be measurable over large areas via satellite. The 
correlation between AOD550 and PM2.5 varies over time and space, influenced by 
meteorological factors like relative humidity and boundary layer height, as well as topography 
(25, 26). Details of the correlation analysis among available variables can be found in the 
supplementary material section 2. For observations, we adopted AOD550 satellite observations 
obtained from the MOD08 and MYD08 datasets (27) (for details, see supplementary material 
section 1). 
Detailed descriptions of PredNet and DANet in the D-DNet operational forecasting system are 
provided in the supplementary material section 3. Initially, PredNet was trained using the EAC4 
reanalysis dataset, specifically PM2.5 concentrations, AOD550 values, meteorological 
conditions, and topography from 2011 to 2017. The trained PredNet was used to conduct 5-
day-ahead forecasting in 2018. Subsequently, DANet was trained using the AOD550 forecasts 
from PredNet along with satellite observations from the MODIS dataset in 2018 to correct 
PredNet forecasts. With the trained PredNet and DANet, we conducted operational forecasting 
for the entire year of 2019. The forecasting began at 00:00 UTC (Coordinated Universal Time) 
on 1 January 2019, starting with an initial condition identical to that in the CAMS 4D-Var 
forecasts, and continued throughout the year. Implementation details of the operational 
forecasting are provided in the supplementary material section 3. Evaluation results for PredNet 
and DANet are presented in the supplementary material sections 5 and 6. 



PM2.5 and AOD550 forecast evaluation  
We conducted a comparative analysis between D-DNet and the physics-based CAMS 4D-Var 
system for the operational forecasting of PM2.5 and AOD550. In this comparison, both D-
DNet and CAMS 4D-Var systems deliver operational forecasts with the same DA frequency of 
12 hours. D-DNet and CAMS 4D-Var operational forecasts were evaluated against the EAC4 
reanalysis dataset. For consistency, the CAMS 4D-Var operational forecasts, which have a 0.4°
×0.4° grid resolution, were down-sampled to match the EAC4 dataset with a 0.75°×0.75° gird 
resolution. For PM2.5 operational forecasting in 2019, D-DNet forecasts exhibited a lower 
mean Root Mean Square Error (RMSE) and a slightly higher mean correlation coefficient (R) 
compared to CAMS 4D-Var forecasts. Similarly, for AOD550 operational forecasting over the 
same period, D-DNet forecasts demonstrated improved accuracy with a lower mean RMSE 
value and a higher mean R value compared to CAMS 4D-Var. Detailed values supporting these 
findings are presented in Table 1.  
 

Table 1. Mean RMSE and R for PM2.5 and AOD550 forecasts using D-DNet and the 
CAMS 4D-Var operational forecasting system. 

 RMSE.mean R.mean 

PM2.5 / D-DNet 18.04 0.73 

PM2.5 / CAMS 4D-Var 19.93 0.70 

AOD550 / D-DNet 0.07 0.87 

AOD550 / CAMS 4D-Var 0.08 0.75 

 
Figure 2 presents the RMSE and R metrics throughout the forecasting period, covering the 
entire year of 2019. D-DNet demonstrates lower RMSE values and higher R values compared 
to the CAMS 4D-Var system in ~78% of all the forecasting time steps for both PM2.5 and 
AOD550. Additionally, RMSE spikes observed in both models suggest that certain 
meteorological conditions or events occasionally pose challenges to forecasting accuracy.  
 



 

Fig. 2. Global operational forecast evaluation. (A) Evaluation metrics (RMSE and R) for 
PM2.5 forecasts compared to the “ground truth” in 2019. (B) Evaluation metrics for AOD550 
forecasts compared to the “ground truth” in 2019. Operational forecasts from D-DNet are 
compared with those from the CAMS 4D-Var system, a renowned system for global 
atmospheric composition forecasting. Both D-DNet and the CAMS 4D-Var system deliver 
operational forecasts with the same DA frequency of 12 hours. 
 
To further evaluate D-DNet and the CAMS 4D-Var system, we conducted a Cumulative 
Accuracy Profile (CAP) analysis based on the distribution of RMSE and R metrics across the 
forecasting period (Fig. 3). Specifically, we calculated the proportion of forecast instances 
where RMSE is lower than a specific threshold RMSEi P(RMSE<RMSE0) and where R is 
larger than a specific threshold Ri P(R>Ri). This set of threshold values RMSEi and Ri covers 
all observed RMSE and R values for both models. Further details and calculations of 
P(RMSE<RMSEi) and P(R>Ri) are provided in the supplementary material section 4.  
Figure 3, A and B, display the cumulative distribution function (CDF) for PM2.5 in terms of 
RMSE and R. D-DNet shows a consistently higher CDF for both RMSE and R across the 
majority of the threshold values, suggesting better accuracy compared to the CAMS 4D-Var 
system. Figure 3, C and D, display the CDF for AOD550. Similar to the PM2.5 results, Figure 
3C indicates that D-DNet maintains a higher frequency of lower RMSE values for AOD550 
forecasting, while Figure 3D illustrates that D-DNet more often attains higher R values than 
the CAMS 4D-Var system. The convergence of both models at the lower and upper tails of the 



RMSE and R thresholds suggests that the performance differential is most pronounced at 
intermediate thresholds. This suggests that while both models may perform similarly under 
extremely favorable or unfavorable conditions, D-DNet offers improved accuracy and 
reliability under typical operational conditions. 
 

 

Fig. 3. Cumulative Accuracy Profile (CAP) analysis of D-DNet and the CAMS 4D-Var 
system for operational PM2.5 and AOD550 forecasts. 
 
For a more comprehensive comparison and in-depth analysis, we present the spatial distribution 
of PM2.5 concentrations from D-DNet forecasts, CAMS 4D-Var forecasts, and EAC4 
reanalysis at 18:00 UTC on different seasons: 1 February, 1 June, and 1 October 2019 (Fig. 4). 
The bottom two rows represent the forecast errors for D-DNet and the CAMS 4D-Var system, 
with grey indicating minimal errors, blue indicating underestimation, and red indicating 
overestimation of the PM2.5 concentration compared to EAC4. Our findings reveal that D-
DNet successfully captures both the spatial patterns and seasonal fluctuations in global PM2.5 
concentrations. For further comparison, we included regional evaluations and analyses for 
these forecasts in the supplementary material section 7. It is shown that D-DNet also 
successfully forecasts relatively high PM2.5 concentrations in Sub-Saharan, Northern India, 
and Northern China Plain. Across most areas, D-DNet provides relatively accurate PM2.5 
forecasts with low errors. Comparatively, the CAMS 4D-Var system generally underestimates 
PM2.5 concentrations on a global scale in October.  
 



 

Fig. 4. Spatial distribution of PM2.5 concentrations from the D-DNet forecasts, CAMS 4D-
Var forecasts, and EAC4 reanalysis (“ground truth”) on 1 February, 1 June, and 1 October 
2019, as well as corresponding forecasting errors. 
 
Forecasts for AOD550 at the same time points are displayed in Fig. 5. D-DNet forecasts closely 
match “ground truth” with minimal errors across the majority area. Comparatively, the CAMS 
4D-Var system shows a tendency to overestimate (reddish) and occasionally underestimate 
(blue) AOD550 values. Overall, D-DNet consistently provides reliable AOD550 forecasts 
across all examined dates. In regional assessments of AOD550 (refer to the supplementary 
material section 7), it reveals that D-DNet delivers better forecasts for the majority of regions 
compared to the CAMS 4D-Var system. 
 



 

Fig. 5. Spatial distribution of AOD550 from the D-DNet forecasts, CAMS 4D-Var forecasts, 
and EAC4 reanalysis (“ground truth”) on 1 February, 1 June, and 1 October 2019, as well as 
corresponding forecasting errors. 
 
We also evaluated the forecasting accuracy of D-DNet against a neural network baseline, 
specifically PredNet without DA, which serves as the benchmark for existing neural network-
based forecasting models. This comparison underscores the importance of incorporating 
DANet into the proposed D-DNet, a scheme that, to our knowledge, has not been explored in 
previous studies yet. A detailed comparison and analysis are presented in the supplementary 
material section 8. As the forecast time extends, PredNet forecasts tend to accumulate errors 
and experience accuracy loss. In contrast, the D-DNet model, which periodically incorporates 
satellite observations, demonstrates consistent performance throughout the entire forecasting 
period. This improvement in D-DNet performance can be attributed to its advanced integration 
of real-time satellite data, which likely maintains its accuracy and prevents error divergence 
over time. These findings highlight the effectiveness of D-DNet in operational forecasting for 
PM2.5 and AOD550. 
Computational efficiency 
D-DNet is much faster than the CAMS 4D-Var system for operational PM2.5 forecasting, 
despite differences in devices and spatial and temporal resolutions. In this study, D-DNet runs 
on a single NVIDIA RTX A4000 GPU (16G) device. It takes approximately 40 seconds to 
generate a 5-day forecast with a spatial resolution of 0.75°×0.75° and a temporal resolution of 
3 hours. For the whole workflow including initial analysis and 5-day forecast, D-DNet only 
takes 41 seconds. For comparison, CAMS runs on ECMWF’s ATOS HPC which is in Bologna, 



Italy. It consists of 7680 nodes (128 cores and 256GB of memory per node) and the CPU 
architecture is AMD Rome (2.5 GHZ). CAMS forecast runs on 32 nodes (using 32*128=4096 
cores). The forecast resolution is TL511 (about 40 km), with a time step of 900 seconds and 
137 model levels. Since the update to the last Integrated Forecasting System (IFS) cycle 48r1 
in June 2023, the 5-day operational global forecast itself has an average run time of 832 seconds 
(with a standard deviation of 40 seconds). Considering the whole workflow steps involved in 
the operational production of each 5-day forecast, which includes fetching observations, pre-
screening observations, 4D-Var analysis, forecasting, and product dissemination, the total time 
would be around 2 hours. In summary, the D-DNet provides much more efficient operational 
forecasting while maintaining a level of accuracy comparable to the CAMS 4D-Var system. 
Conclusion 
In this study, we introduced the dual deep neural network (D-DNet) as a cutting-edge solution 
for operational forecasting. D-DNet seamlessly integrates real-time observations and model 
forecasts, demonstrating its ability to generate robust and reliable operational global PM2.5 
forecasts throughout the entire year of 2019. Our results show that the D-DNet delivers PM2.5 
and AOD550 forecasts more closely aligned with the EAC4 reanalysis dataset than those from 
the CAMS 4D-Var system. Its exceptional computational efficiency facilitates real-time DA at 
a high spatial resolution, making it well-suited for addressing large-scale forecasting challenges. 
D-DNet effectively addresses the computational demands typical of traditional physics-based 
models and mitigates the error accumulation found in current neural network-based approaches. 
The success of D-DNet in PM2.5 forecasting opens exciting prospects for advancements in the 
operational forecasting domain. Embracing the synergy between deep neural networks, real-
time observations, and physical-based models, the proposed D-DNet promises accurate, timely, 
and efficient forecasts. This empowers decision-makers across various domains and marks a 
significant step forward in the pursuit of enhanced forecasting accuracy and efficacy. 
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Materials and Methods 
1. Datasets 
EAC4 dataset (22): The EAC4 (ECMWF Atmospheric Composition Reanalysis) dataset is 
employed as the reference or “ground truth” of atmospheric composition states in our study. 
This dataset is used both for model training and validation for our forecasting results. EAC4 
was produced by optimally integrating physical simulations and re-processed observations 
from many satellites for the last few decades. This integration results in a consistent and high-
quality dataset that can be used for scientific studies and trend analysis. The integration is 
executed using the four-dimensional variational data assimilation method (4DVar) in CY42R1 
of ECMWF’s Integrated Forecast System (IFS) with an assimilation window of 12 hours. 
EAC4 has a resolution of approximately 0.75°× 0.75° with a sub-daily and monthly frequency.  
 
CAMS-GLOB-ANT dataset (23): The CAMS-GLOB-ANT dataset, developed as part of the 
Copernicus Atmosphere Monitoring Service (CAMS), offers monthly global emissions data 
for 36 compounds. These compounds include key air pollutants and greenhouse gases across 
17 sectors. Covering the 2000-2023 period at a fine spatial resolution of 0.1°× 0.1°. This dataset 
aids in forecasting atmospheric composition and provides essential insights into the impact of 
anthropogenic emissions on the environment. We incorporate emissions of Black Carbon (BC) 
and Organic Carbon (OC) from this dataset into both the training and prediction processes of 
our forecasting model, ensuring consideration of their impact on PM2.5 and Aerosol Optical 
Depth at 550 nanometers (AOD550) forecasting. 
 
CAMS-TEMPO dataset (emission temporal profile maps) (28): The Copernicus Atmosphere 
Monitoring Service TEMPOral profiles (CAMS-TEMPO) dataset provides detailed temporal 
profiles for global and European emissions in atmospheric chemistry modeling. It includes 
essential data on air pollutants and greenhouse gases, providing grided weight factors on a 
monthly, daily, weekly, and hourly basis for different anthropogenic sources. We use this 
temporal profile to distribute monthly emissions from the CAMS-GLOB-ANT dataset to an 
hourly scale, enhancing the accuracy of hourly PM2.5 and AOD550 forecasting. 
 
MOD08 and MYD08 datasets (satellite observations) (27): MOD08 and MYD08, both part of 
NASA's MODIS (Moderate Resolution Imaging Spectroradiometer) data collection, provide 
daily information about atmospheric properties. These datasets include data on atmospheric 
aerosols, water vapor, and cloud properties, derived from observations made by the Terra and 
Aqua satellites, respectively. In this study, we use AOD550 satellite observations from MOD08 
and MYD08 datasets to enhance model forecasts through data assimilation (DA) techniques. 
The analysis AOD550 values, obtained by integrating numerical simulations and satellite 
AOD550 observations, are used as initial conditions to constrain 5-day forecasting. 
 
CAMS global atmospheric composition forecasts dataset (baseline) (29): CAMS provides 
global forecasts for more than 50 chemical species and 7 different types of aerosols, using 
numerical atmospheric models and DA. CAMS offers global 5-day forecasts twice daily at 00 
and 12 UTC. CAMS stands as a renowned provider of global atmospheric composition 
forecasts, supporting air quality monitoring and environmental research. In our study, this 
dataset serves as a baseline of physics-based atmospheric composition forecasting, facilitating 
comprehensive comparisons with our proposed neural network-based forecasting results. To 



ensure a fair comparison, we adopted the same configuration and initial conditions as CAMS 
for our forecasting model. We initiated our 5-day forecasts daily at 00 and 12 UTC, utilizing 
identical initial PM2.5 concentrations and AOD values as those found in the CAMS dataset. 
CAMS dataset has a spatial resolution of 0.4°× 0.4° and a temporal resolution of 1-hour in a 
single level. To align with the EAC4 dataset for comparison or analysis, we down-sampled the 
CAMS dataset to match the same spatial (0.75°× 0.75°) and temporal (3-hour) resolution as the 
EAC4 dataset.  
 
Note that we utilized the CAMS global atmospheric composition forecasts dataset to conduct 
two benchmarks for our study.  
 
Benchmark 1: PredNet vs. CAMS 5-day forecasts 
The first benchmark involves a comparison between the 5-day forecasts generated by our 
PredNet and the numerical atmospheric composition models used in CAMS. In this scenario, 
no DA is employed in either set of results. We refer to these forecasts as “PredNet 5-day 
forecasts” and “CAMS 5-day forecasts” respectively. The purpose of this comparison is to 
demonstrate the improvements in forecasting accuracy achieved through the use of a neural 
network-based approach. 
 
Benchmark 2: D-DNet vs. CAMS operational forecasts 
The second benchmark compares the operational forecasts produced by our proposed D-DNet 
with those by the CAMS 4D-Var system. In this comparison, forecasting and DA processes are 
involved in both models. D-DNet has PredNet for forecasting and DANet for DA, while the 
CAMS 4D-Var system utilizes its numerical atmospheric models for forecasting and 4D-Var 
for DA. To ensure a fair comparison, both models were initialized with the same initial 
conditions and employed the same DA frequency. We refer to these forecasts as “D-DNet 
operational forecasts” and “CAMS 4D-Var operational forecasts” respectively. This 
comparison aims to demonstrate the improvements in operational forecasting accuracy 
achieved by incorporating neural networks in both forecasting and DA processes. 
 
2. Correlation analysis 
We conducted a correlation analysis among available variables (Fig. S1). The heatmap analysis 
indicates that AOD550, BCAOD550, and OMAOD550 have the most significant positive 
correlations with PM2.5, with AOD550 showing the highest observed correlation of 0.60. This 
indicates that AOD550 is strongly associated with PM2.5 concentrations, consistent with the 
established understanding that both variables are indicators of particulate matter in the 
atmosphere (30). The other variables show weak to negligible linear relationships with PM2.5, 
indicating that their relationships may be non-linear or influenced by other factors. 
 



 

Fig. S1. Correlation analysis among available variables (‘pm2p5’: PM2.5 concentration; 
‘t2m’: Temperature at 2 meters; ‘u10’: Eastward Wind at 10 meters; ‘v10’: Northward Wind 
at 10 meters; ‘z’: Geopotential; ‘tcwv’: Total Column Water Vapour; ‘bcaod550’: Black 
Carbon Aerosol Optical Depth at 550 nm; ‘omaod550’: Organic Matter Aerosol Optical Depth 
at 550 nm; ‘aod550’: Aerosol Optical Depth at 550 nm) 
 
3. D-DNet model 
The D-DNet consists of two deep neural networks for iterative spatiotemporal forecasting 
(PredNet) and data assimilation (DANet). Initially, PredNet is trained for forecasting during 
the period [T0, T1) and subsequently utilized to generate the training dataset for DANet during 
the period [T1, T2). Once both PredNet and DANet are trained, they are employed for 
operational forecasting in subsequent periods when t > T2. This workflow is illustrated in Fig. 
S2. 



 

Fig. S2. Implementation setups of D-DNet for operational forecasting, in which PredNet 
and DANet are used for efficient spatiotemporal forecasting and data assimilation, respectively.  
 
2.1 PredNet 
A PredNet is designed to forecast state variables from historical state variables and other 
influencing factors. In this study, the Convolutional Long Short-Term Memory (ConvLSTM) 
neural network is chosen as the primary architecture in the PredNet. The ConvLSTM network 
excels in spatiotemporal forecasting tasks because of its ability to capture both spatial and 
temporal dependencies effectively (31, 32). The ConvLSTM network combines convolutional 
operators with LSTM architecture (33, 34). The convolutional operators are used to extract 
spatial patterns and features from the input data, considering the interactions between 
neighboring locations. The LSTM architecture is employed to capture the temporal dynamics 
and long-term dependencies present in the studied system. By combining these two 
components, the ConvLSTM network enables the model to effectively learn and represent the 
complex relationships between future state variables, historical state variables, and other 
influencing factors. In this study, 4 ConvLSTM layers with different kernel sizes, 7× 7, 5× 5, 3
× 3, and 1× 1, are used to capture spatial correlations and physical dynamics at different scales. 
The detailed model structure for PredNet is presented in Table S1. 
 
This PredNet is trained on the EAC4 atmospheric composition reanalysis dataset, serving as a 
surrogate model for PM2.5 and AOD550 forecasting. The inputs for this model include the 
current AOD550 value, as well as meteorological variables (temperature, U- and V-components 
of wind, humidity, geopotential), and emissions (BC and OC) at the next time step. Here, the 
future meteorological variables are provided by ECMWF's high resolution weather forecasts, 
and future emissions are obtained from the CAMS-GLOB-ANT and the CAMS-TEMPO 
datasets. The outputs of the model are predicted PM2.5 concentration and AOD 550 value for 
the next time step.  
  



 

Table S1. PredNet model structure 

Model: PredNet 

Layer Output Shape Parameter Number 
InputLayer [(None, None, 241, 480, 8)] 0 
ConvLSTM2D [(None, None, 241, 480, 64)] 903,424 
BatchNormalization [(None, None, 241, 480, 64)] 256 
ConvLSTM2D [(None, None, 241, 480, 64)] 819,456 
BatchNormalization [(None, None, 241, 480, 64)] 256 
ConvLSTM2D [(None, None, 241, 480, 64)] 295,168 
BatchNormalization [(None, None, 241, 480, 64)] 256 
ConvLSTM2D [(None, None, 241, 480, 64)] 33,024 
Conv3D [(None, None, 241, 480, 2)] 3,458 

Total parameters: 2,055,298 
Trainable parameters: 2,054,914 
Non-trainable parameters: 384 

 
The training process for PredNet is a supervised regression problem, which can be 
mathematically represented as an optimization problem. In this process, the model parameter 
of PredNet is optimized to minimize the discrepancy between the model outputs and the 
corresponding labels: 

 ( ) 0 1min ( , , ),  ,     [ , )
f

t t t f t tL f t T Tδ δ+ + ∈
θ

φ u θ φ ,    (1) 

where L denotes the loss function. In this study, we used the Mean Square Error (MSE) as the 
loss function in the model training process. The Adam optimization algorithm is employed to 
update the parameters of the PredNet iteratively.  represents the PredNet, a nonlinear forecast 
model; fθ   represents its trainable parameters.  tφ   and t tδ+u   are inputs of PredNet; tφ  
represents the historical state variable at time t; t tδ+u the auxiliary variable at t tδ+ , which is 
temporarily stationary or predictable. t tδ+φ  represents the “ground truth” state variable at time 
t tδ+ , serving as the label in the training process. The time step of PredNet is represented by 

tδ . All samples from 0T  to 1T  constitute the training dataset (Fig. S2).  

 
Once the PredNet is trained, the forecast process can be directly conducted using the following 
equation:  

1( , , ),     f f
t t t t t ff t Tδ δ+ += >φ φ u θ  ,        (2) 

where f
tφ   and f

t tδ+φ   denotes the forecasted state variable at time t and t tδ+  , respectively. 
This forecasting is conducted iteratively, where the state variable forecasted at time t is used as 

f



input for PredNet in the subsequent forecasting step. The PredNet forecasts from 1T  to 2T  will 
be used as the training dataset for DANet (Fig. S2). 
 
Like other physical models, PredNet exhibits model errors due to its inability to perfectly 
represent all possible physical processes: 

f f
t t t t t tδ δ δ+ + += +φ φ ε ,     (3) 

where f
t tδ+ε  represents the forecast error at time t tδ+ . This forecast error accumulates in the 

iterative forecasting processes. To tickle this issue, we proposed to refine model forecasts and 
reduce forecast errors by assimilating observations using a DANet.  
 
2.2 DANet 
A DANet is designed to refine model forecasts and reduce forecast errors through DA when 
observations are available. DA is a technique used to obtain an optimal estimate of the current 
state of the studied dynamic system by combining observations with model forecasts (35–37). 
Traditional DA methods, such as Kalman filter, variational methods, and ensemble-based 
methods, are computationally demanding for large-scale problems and struggle to capture the 
complexities of nonlinear and high-dimensional systems accurately (38–40). To overcome 
these limitations, a neural network, DANet is proposed to conduct the DA process. In this study, 
3 ConvLSTM layers with kernel sizes of 5 ×  5, 3 ×  3, and 1 ×  1 are adopted as the main 
component of DANet, maintaining consistency with the PredNet throughout the entire 
operational forecasting process. The detailed model structure for DANet is presented in Table 
S2. 
 
Our DANet assimilates daily AOD550 satellite observations from MOD08 and MYD08 
datasets to AOD550 forecasts. The inputs to the DANet include AOD550 forecasts and the 
discrepancies between AOD550 forecasts and AOD550 satellite observations. The DANet 
outputs the discrepancies between AOD550 forecasts and the “ground truth”. These DANet 
outputs are further used to update AOD550 forecasts.  
  



 

Table S2. DANet model structure 

Layer Output Shape Parameter Number 

InputLayer [(None, None, 241, 480, 2)] 0 
ConvLSTM2D [(None, None, 241, 480, 64)] 422,656 
BatchNormalization [(None, None, 241, 480, 64)] 256 
ConvLSTM2D [(None, None, 241, 480, 64)] 295,168 
BatchNormalization [(None, None, 241, 480, 64)] 256 
ConvLSTM2D [(None, None, 241, 480, 64)] 33,024 
Conv3D [(None, None, 241, 480, 1)] 1,729 

Total parameters: 753,089 
Trainable parameters: 752,833 
Non-trainable parameters: 256 

 
Similarly, the model training process can be mathematically represented as an optimization 
problem: 

( ) 1 2min ( , , ),  ,     [ , )
g

f f f
t t t t t t g t tL g t T Tδ δ δ δ+ + + +− ∈

θ
φ y φ θ ε          (4) 

where g  represents the DANet, a nonlinear DA model, with the PredNet forecast f
t tδ+φ  and its 

discrepancy from observation f
t t t tδ δ+ +−y φ  at time t tδ+  as inputs. gθ  represents the trainable 

parameters of DANet.  f
t tδ+ε  represents the discrepancy between the PredNet forecast and the 

“ground truth”, serving as the label in the training process. The MSE loss and the Adam 
optimization algorithm are used in the DANet training process. All samples for DANet training, 
including PredNet forecasts and observations as input and corresponding “ground truth” as 
output, were collected between  1T  and 2T . 

 
Upon completing the training process, the DANet can be used to estimate PredNet forecast 
errors from PredNet forecasts and available observations:  

 2( , , ),     f f f
t t t t t t t t gg t Tδ δ δ δ+ + + += − >ε φ y φ θ  ,         (5) 

where f
t tδ+ε   represents the estimated PredNet forecast error at time t tδ+  . This estimated 

forecast error is further used to update the PredNet forecast to get an improved estimate for the 
system state: 

a f f
t t t t t tδ δ δ+ + += +φ φ ε   ,     (6) 

where a
t tδ+φ  is the improved estimate of the state variable, called “analysis state variable”, at 

time t tδ+ . Operational forecasting involves iteratively conducting forecasts using the trained 



PredNet and periodically performing DA using the trained DANet. Here, operational 
forecasting is conducted after 2T  to preserve the causality inherent in forecasting problems. 

 
2.3 Implementation details 
The proposed method consists of three key steps for implementation. Initially, we train the 
PredNet on historical data and make forecasts. Subsequently, we train the DANet using the 
PredNet forecasts and observations, and “ground truth”. Finally, operational forecasting is 
conducted through an iterative process, utilizing the trained PredNet and DANet. Detailed 
implementation steps for the proposed D-DNet operational forecasting method can be found in 
the following pseudocode: 
 

Pseudocode: 

1. Initial condition: analysis state variable 
0

a
tφ  at time 0t . 

2. PredNet forecast: iteratively forecast state variables f
t tδ+φ   from f

tφ   using PredNet 
(Equation 2). 

3. Observation: Collect and pre-process observations and remove outliers t tδ+o   at time 
t k tδ+ , where k is a constant, k tδ  represents the selected DA frequency. 

4. DANet assimilation: estimate the PredNet forecast error f
t k tδ+ε   at time t k tδ+   by 

assimilating the new coming observations t tδ+o   into the PredNet forecast f
t k tδ+φ   using 

DANet (Equation 5); obtain the analysis state variable a
t k tδ+φ  using Equation 6. 

5. Reinitialize: use the estimated analysis state variable a
t k tδ+φ  as the initial condition of the 

subsequent forecast. 
6. Operational forecasting: iteratively conduct Steps 2 – 4 to achieve long-term operational 

forecasting. 

4. Evaluation metrics 
Root Mean Square Error (RMSE): 
RMSE is a standard way to measure the error of a model in predicting quantitative data. The 
formula for calculating RMSE is: 
 

( )2

1

1 i N
i ii

RMSE
N

ϕ ϕ=

=
= −∑  ,    (7) 

where iϕ  and iϕ  represent the “ground truth” and predicted values, respectively; N is the 
total number of pixels or instances being evaluated. 
 
Correlation coefficient (R): 
The correlation coefficient, particularly the Pearson correlation coefficient, is used as a metric 
in regression tasks and can be calculated as follows: 
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∑





,     (8) 

where ϕ  and ϕ  are the means of all the iϕ  and iϕ  values being evaluated. 

 
Cumulative Accuracy Profile (CAP): 

Mathematically, let { }min max,...,RMSE RMSE  denotes the full range of RMSE values observed 

in all instances of the model forecasts, and { }min max,...,R R  denotes the full range of R values. 
For each RMSE value RMSEi within this range, we obtain the CAP by calculating the 
percentage of forecast instances where their RMSE values are less than or equal to RMSEi: 

{ }1

1 1 100%
i k i

k K
RMSE RMSE RMSEk

P
K

=

<=

 = × 
 
∑ .    (9) 

Similarly, for each R value iR  within this range, we calculate the percentage of forecast 
instances where their R values are less than or equal to iR : 

{ }1

1 1 100%
i k i

k K
R R Rk

P
K

=

>=

 = × 
 
∑ ,     (10) 

where K is the total number of forecast instances; kRMSE  and kR  are the RMSE and R values 
for the kth forecast instance, respectively. { }1 ⋅ is an indicator function that equals 1 when its 
condition is satisfied and 0 otherwise. 
  



Supplementary Text 
5. 5-day PM2.5 and AOD550 forecasts: PreNet vs. CAMS atmospheric models  
In this study, we conducted a comparative analysis of the PredNet, an advanced machine 
learning approach, against the renowned physics-based CAMS model in forecasting PM2.5 
concentrations and AOD550 values over 5 days. To ensure a fair comparison, we generated 5-
day ahead PM2.5 and AOD550 forecasts at 00 and 12 UTC daily, employing identical initial 
AOD550 values as those within the CAMS global atmospheric composition forecasts dataset. 
Performance was assessed using two key metrics, Root Mean Square Error (RMSE) and the 
correlation coefficient (R), with EAC4 reanalysis data serving as the “ground truth”. To avoid 
potential comparison bias caused by subjective preferences, we randomly selected 100 starting 
times over the entire year of 2019 for conducting 5-day forecasts. Fig. S3 presents the mean 
and standard deviation of RMSE and R of these forecasts. For both PM2.5 and AOD550, the 
PredNet exhibited superiority over the CAMS in both RMSE and R and consistently 
outperformed the CAMS over 5 days, indicating its effectiveness in accurately capturing 
PM2.5 and AOD550 behavior.  
 

  

Fig. S3. Comparison of forecasting performance between the trained PredNet and the 
CAMS for PM2.5 concentrations and AOD550 values over a 5-day head time. 
 
For further comparison, we display the PM2.5 concentrations and AOD550 values from EAC4 
reanalysis data, PredNet forecasts, and CAMS forecasts at 1-day and 5-day lead times (Fig. 
S4-S5). This comparison indicates that both the PredNet and CAMS atmospheric models 
effectively capture the spatial distribution of PM2.5 concentrations and AOD550 values. 
Notably, high PM2.5 concentrations and AOD550 values are particularly observed over Asia 
in both the reanalysis and forecast datasets. PredNet consistently outperforms CAMS in 
forecasting both PM2.5 and AOD550 for the 1-day and 5-day periods. However, there is a clear 
trend that forecasting accuracy decreases as the forecast horizon extends from 1-day to 5-day 
ahead for both models. The RMSE and R values suggest that while both models can capture 
the general trend of the variations, there are limitations to their predictive abilities, especially 
as the forecast horizon increases. 
 



 
Fig. S4. Comparison of PM2.5 forecasts from PredNet and CAMS with the EAC4 references 
for (A) 1-day and (B) 5-day lead times. The forecasts are initialized from 2019-01-01 at 12:00 
UTC. 



 
Fig. S5. Comparison of AOD550 forecasts from PredNet and CAMS with the EAC4 
references for (A) 1-day and (B) 5-day lead times. The forecasts are initialized from 2019-01-
01 at 12:00 UTC. 
 
6. DANet and performance evaluation 
In this study, we employ Neural Network-based Data Assimilation (DANet) to enhance the 
accuracy of AOD550 forecasts. Before conducting DA, we compared the “ground truth” 
AOD550 from the EAC4 reanalysis dataset and the PredNet forecast at a 2-day lead time (Fig. 
S6). Additionally, AOD550 satellite observations and corresponding errors are included. For 
AOD550, reanalysis, forecasts, and satellite observations reveal high concentrations in similar 
regions, with associated error maps indicating smaller discrepancies compared to forecast 
errors. The comparison suggests spatial patterns in model accuracy and potential areas for 
improvement in forecasting results. 
 



 

Fig S6. Comparison of PredNet forecast, satellite observation, and DANet analysis for 
AOD550 at a 2-day lead time. 
 
Through rigorous training, validation, and testing, the DANet effectively integrates satellite 
observations and PredNet forecasts, yielding reduced RMSE and improved R compared with 
the PredNet forecasts (Fig. S7). Analysis at a 2-day lead time revealed a notable reduction in 
error for AOD550 forecasts when compared to PredNet forecast errors (Fig. S6). These findings 
highlight the effectiveness of the DANet-based data assimilation process in enhancing forecast 
accuracy and reducing discrepancies, particularly in previously problematic regions exhibiting 
substantial forecast errors. 
 



 

Fig. S7. Comparison of AOD550 forecast and analysis results before and after applying the 
proposed DANet. 
 
7. Regional evaluation 
We performed a regional evaluation of the operational forecasting results generated by both D-
DNet and the CAMS 4D-Var system. The regions and naming convention employed align with 
the ECMWF scorecards and GraphCast (Fig. S8) (15). The per-region evaluation for RMSE 
and R metrics is displayed in Figures S9 to S12. The per-region CAP analysis for RMSE and 
R metrics is displayed in Figures S13 to S16. Our findings indicate that D-DNet delivers better 
forecasts compared with the CAMS 4D-Var system across the majority of regions over the 
entire year of 2019.  
  



 

 

 

Fig. S8: Regional specification for the regional analysis. We use the same regions and 
naming convention as in the ECMWF scorecards https://sites.ecmwf.int/ifs/scorecards/ 
scorecards-47r3HRES.html) and in Lam (2023) (15). Per-region evaluation for PM2.5 
concentration and AOD550 is provided in Figures S10-S13. 



 

Fig. S9.  Regional analysis: RMSE between PM2.5 concentration forecasts and “ground truth” 
in 2019 at different subregions. The operational forecasts from D-DNet are compared with 
those from the CAMS 4D-Var system, the renowned system for global atmospheric 
composition forecasting. (The subregions used here are displayed in Fig. S8.) 
 



 

Fig. S10.  The same as Fig. S9, but with regional R for PM2.5 forecasting displayed. 
 



 

Fig. S11.  The same as Fig. S9, but with regional RMSE for AOD550 forecasting displayed. 
 



 

Fig. S12.  The same as Fig. S9, but with regional R for AOD550 forecasting displayed. 
 



 

Fig. S13.  Cumulative Accuracy Profile (CAP) analysis of D-DNet and the CAMS 4D-Var 
system for operational PM2.5 forecasting with respect to RMSE in 2019 at different subregions. 
 



 

Fig. S14.  Cumulative Accuracy Profile (CAP) analysis of D-DNet and the CAMS 4D-Var 
system for operational PM2.5 forecasting with respect to R in 2019 at different subregions. 
 



 

Fig. S15.  Cumulative Accuracy Profile (CAP) analysis of D-DNet and the CAMS 4D-Var 
system for operational AOD550 forecasting with respect to RMSE in 2019 at different 
subregions. 
 



 

Fig. S16.  Cumulative Accuracy Profile (CAP) analysis of D-DNet and the CAMS 4D Var 
system for operational AOD550 forecasting with respect to R in 2019 at different subregions. 
 
8. Comparison between D-DNet and a neural network baseline (PredNet without DA) 
Operational forecasting for PM2.5 and AOD550 employs D-DNet, comprising one network for 
initial forecasting (PredNet) and another for periodical data assimilation (DANet). For data 
assimilation, DANet incorporates real-time satellite observations as corrective data to refine 
the model outputs. By initializing the forecast model with updated PM2.5 and AOD550 
forecasts derived from DA, we anticipate improving the accuracy of subsequent PM2.5 and 
AOD550 forecasts. This dual-network system ensures that operational forecasts remain up-to-
date and reliable over a long period. 
 



Figure S17 presents a comparative assessment of two forecasting models: D-DNet and PredNet, 
for predicting PM2.5 and AOD550 under identical initial conditions. As we extend the forecast 
time, we observe that PredNet forecasts accumulate errors and experience a decrease in 
accuracy. In contrast, the D-DNet model, which periodically incorporates satellite observations, 
demonstrates improved performance with smaller RMSE and larger R values. This 
enhancement in D-DNet performance can be attributed to its advanced integration of real-time 
satellite data, which likely improves its accuracy and prevents error divergence over time. This 
evidence highlights the effectiveness of the D-DNet in operational forecasting for PM2.5 and 
AOD550. 
 
Notably, when relying solely on PredNet, the forecasts initially yield satisfactory results in the 
early hours. However, as time progresses, deviations from the “ground truth” occur due to the 
accumulation of forecast errors. This highlights the critical importance of DA and the need for 
correcting initial conditions throughout the forecasting process. By integrating observations 
and updating the forecasting results every 12 hours, our proposed D-DNet operational 
forecasting model provides stable and satisfactory forecasts spanning the entire one-year 
forecasting period. The average RMSE and R for operational PM2.5 forecasting are 18.04 
ug/m3 and 0.55, respectively. The average RMSE and R for operational AOD550 forecasting 
are 0.07 and 0.76, respectively. These comparisons demonstrate the effectiveness of our 
approach in enhancing forecast accuracy and mitigating error accumulation. 
  



 

 

 

Fig. S17. Comparison of operational PM2.5 and AOD550 forecasts using D-DNet and 
PredNet, where PredNet serves as the baseline for a single neural network-based forecasting. 
The RMSE and R are computed against the EAC4 reanalysis dataset (“ground truth”). 
 



 

Fig. 18. Cumulative Accuracy Profile (CAP) analysis of D-DNet and PredNet for 
operational PM2.5 and AOD550 forecasting. 
 
9. Computational efficiency 
D-DNet: There are two Neural Networks contained in D-DNet: PredNet for forecasting and 
DANet for data assimilation. PredNet took about 20 hours, and DANet took about 3 hours to 
train on 2 NVIDIA A100 GPU (40G) devices. After D-DNet is trained, it takes minimal time 
for forecasting and DA. On a single NVIDIA A4000 GPU (16G) device, D-DNet can produce 
5-day forecasting for PM2.5 and AOD550 with a spatial resolution of 0.75°×  0.75° and a 
temporal resolution of 3-hour in under 40 seconds. For the whole operational workflow, 
including DA and 5-day forecasting, it only takes about 41 seconds. 
 

The CAMS 4D-Var system: This system runs on ECMWF’s ATOS HPC which is in Bologna, 
Italy. It consists of 7680 nodes (128 cores and 256GB of memory per node) and the CPU 
architecture is AMD Rome (2.5 GHZ). CAMS forecast runs on 32 nodes (using 32*128=4096 
cores). The forecast resolution is TL511, with a time step of 900 seconds and 137 model levels. 
Since the update to the last IFS cycle 48r1 in June 2023, the 5-day operational global forecast 
itself has an average run time of 832 seconds (with a standard deviation of 40 seconds). 
Considering the whole workflow steps involved in the operational production of each 5-day 
forecast, which includes fetching observations, pre-screening observations, 4D-Var analysis, 
forecasting, and product dissemination, the total time would be around 2 hours. 
 



10. Discussion 
In this study, we made most of our efforts to construct a fully data-driven operational 
forecasting framework based on our proposed D-DNet operational forecasting model. This 
work aims to tackle two challenges: 1. Current neural network-based forecasting models can 
produce highly accurate forecasts in the short term, but still suffer from error accumulation and 
accuracy loss with an extension of forecasting horizons. 2. Conventional ensemble or 
variational-based DA methods can improve forecasting accuracy by incorporating observations, 
but they are computationally intensive and time consuming. We innovatively adopt two neural 
networks for forecasting and DA. In this way, we can achieve efficient operational forecasting 
even in large-scale problems. Our proposed D-DNet demonstrated improved accuracy for 
operational PM2.5 and AOD550 forecasts on a global scale compared with the CAMS 4D-Var 
system, a renowned operational atmospheric component forecasting model. However, there are 
still several aspects that are expected to be improved in the future. 
 

Potential improvements by including other atmospheric components: In this study, our 
consideration was limited to PM2.5 concentrations, AOD550 values and most relevant 
atmospheric variables due to constraints in computational resources. Enhancements in 
forecasting accuracy are anticipated through the incorporation of additional atmospheric 
elements, such as NO2, SO2, and others, owing to the chemical reactions occurring between 
these trace gases and aerosols. 

 

Potential improvements by 3D modding: In this study, our focus was only on meteorological 
variables, atmospheric components, and emission sources at the surface. However, atmospheric 
is a 3D system, including horizontal and vertical transports and reactions. It is expected that 
considering vertical reactions by including meteorological variables and atmospheric 
components will further improve the forecasting accuracy. 
 

Potential improvements by adopting state-of-the-art neural networks: Our proposed D-DNet 
consists of two neural networks, one for forecasting and the other for DA. Both neural networks 
are constructed using ConvLSTM layers. Although ConvLSTM produces satisfactory 
performance in our spatiotemporal forecasting and DA tasks, we still expect to further improve 
both performances by adopting more advanced neural networks, such as Graph Neural 
Networks (GNNs), and Generative Adversarial Networks (GANs). 
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